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Abstract. The current evolution of Information Technology leads to
the increase of automatic data processing over multiple information sys-
tems. The data we deal with concerns sensitive information about users
or groups of users. A typical problem in this context concerns the disclo-
sure of confidential identity data. To tackle this difficulty, we consider in
this paper the context of Hippocratic Multi-Agent Systems (HiMAS), a
model designed for the privacy management. In this context, we propose
a common content language combining meta-policies and application
context data on one hand and on the other hand an interaction protocol
for the exchange of sensitive data. Based on this proposal, agents pro-
viding sensitive data are able to check the compliance of the consumers
to the HiMAS principles. The protocol that we propose is validated on
a distributed calendar management application.
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1 Introduction

With the use of multiagent technologies, the sensitive data transmission prob-
lem in Multi-Agent Systems (MAS) is all the more present since users delegate
their sensitive data to an autonomous agent (the interaction is an essential fea-
ture of Multi-Agent Systems). Spread of sensitive data over the Internet using
autonomous entities becomes an important risk that requires to be considered
nevertheless this problem has not received enough attention by the researchers
in the domain until now.

We have proposed in [1] the model of Hippocratic Multi-Agent Systems (Hi-
MAS) that takes into account this data sensitivity regarding moral issues and
not legal aspects. This model defines the concept of private sphere for an agent



or a user to structure and to represent the data involved in the management of
privacy, and the nine principles that should govern the functioning of a HiMAS
so that privacy is preserved in the Multi-Agent Systems. In order to engineer
agents societies according to this conceptual framework we focus in this article
on a precise objective of the design of such a system: sensitive data protection
during sensitive data transaction. Such a transaction represents a sensitive data
transaction between two agents. To tackle this problem, we propose a sensitive
data transaction protocol inspired by [2, 3], with an associated content language
in the HiMAS context. This protocol is our first step for the implementation of
a HiMAS. To illustrate this protocol, we have chosen the distributed calendar
management application presented in [4].

The next section briefly presents the model of Hippocratic Multi-Agent Sys-
tems in order to draw the global context in which we place our present work.
Section 3 focuses on the definition of the content language and the associated
semantics used in the protocol that we propose in section 4. We present an ap-
plication of our sensitive data transaction protocol in section 5. Finally we talk
about related work in section 6 and conclude with some perspectives on the
future work.

2 Foundations: Hippocratic Multi-Agent Systems
(HiMAS)

As introduced in the previous section, the HiMAS model proposed in [1] is
composed of two main components: the private sphere representation and some
hippocratic principles that we present in the following sections. The reader in-
terested in more information about this model and the private sphere, may refer
to [1].

2.1 Private sphere, consumer and provider

The private sphere contains information that an agent considers as sensitive,
represented by sensitive data, and all the associated management rules. For
instance, in the context of calendar management [4], sensitive data is the user’s
slots of time or meetings that are delegated to an agent. The agent’s private
sphere represents all this kind of data and all the rules defining the conditions
of its disclosure, its use or its sharing for example.

To define the private sphere dimensions, we are inspired by many researches
in social science [1]. The first one focus on the ownership rights of sensitive
data. They are only assigned to agents concerned by this data [5]. Moreover the
private sphere is also personal [6, 7], personalizable (the agent chooses what
its private sphere contains) [8–10] and context-dependent [11, 12].

To represent the possible positions of an agent with respect to the private
sphere, we define three roles represented in the Figure 1. The consumer role
characterizes the agent which asks for sensitive data and uses it. The provider



role characterizes the agent which discloses sensitive data4. The last role, the
subject, describes the agent from whom origined sensitive data.

Fig. 1. Agents role in relation with a sensitive data transaction

With this definition of the agent’s private sphere we install a provider-centred
view on the management of sensitive data. This is due to the fact that we mainly
have a user-centred view on privacy preserving: user should be confident in the
management of the sensitive data they delegate to their personal agent.

2.2 Nine principles for HiMAS

The HiMAS model is inspired by the Hippocratic Databases [14]. In order to
preserve privacy, a HiMAS must respect the nine principles described below.

1. Purpose specification: The provider must know the objectives of the sensi-
tive data transaction. Therefore it can evaluate the transaction consequences.

2. Consent: Each sensitive data transaction requires the provider’s consent
(and the subject’s consent if it is not the same agent).

3. Limited collection: The consumer commits to cutting down to a minimum
the amount of data for realizing its objectives.

4. Limited use: The consumer commits to only use sensitive provider’s data
to satisfy the objectives that it has specified and nothing more.

5. Limited disclosure: The consumer commits to only disclose sensitive data
to reach its objectives. Moreover it must disclose it the least number of times
possible and to the least number of agents.

6. Limited retention: The consumer commits to retain sensitive data only
for the minimum amount of time it takes to realize its objectives.

4 We can notice that this vision is the opposite of the centered service vision like for
example [13], regarding the consumer and the provider.



7. Safety: The system must guarantee sensitive data safety during storage and
transactions.

8. Openness: The transmitted sensitive data must remain accessible to the
subject and/or the provider during the retention time.

9. Compliance: Each agent should be able to check the obedience to the pre-
vious principles.

3 Content language for sensitive data transaction

In order to integrate the HiMAS principles in the interaction protocol that we
propose, we have chosen to define the semantics of these principles. This study
also leads us to determine the different links between these principles. The first
step of this work is to group together these principles according to their purpose
into the HiMAS agent’s reasoning: during the sensitive data transaction; during
the other interactions; and in relation to the system implementation. After the
study of this semantics, we propose a representation of the required principles
in a content language. These two steps are the foundations of the sensitive data
transaction protocol that we propose.

3.1 Content language semantics

Let us consider the principles that play a part in a sensitive data transaction. In
such a context, the provider defines a policy and the consumer a preference
to define their desires regarding the sensitive data manipulations.

The consumer’s policy and the provider’s preference are similar to the policy
and the preference defined in [2]: these concepts are composed of the transaction
objectives5, the deletion time of collected data, a broadcasting list and the data
format (required references).

In order to map a policy to a preference, a sensitive data transaction groups
together required sensitive data with the consumer’s policy and the provider’s
consent and preference.

Seven of the nine HiMAS principles play a part in sensitive data transactions:

– 1. Purpose specification: The consumer asks for provider’s sensitive data
in order to realize required tasks. Since the consumer must declare his pur-
pose, these tasks should be used to define its objectives. The consumer must
send them to the provider.

– 3. Limited collection: With the definition of its objectives, a consumer
can select the sensitive data that is only required for the realization of its
objectives.

– 4. Limited use: The consumer can then determine the possible uses of the
collected sensitive data by virtue of its objectives.

5 The objectives are close to the concept of goal, like for example in BDI model [15]
or [16].



– 5. Limited disclosure: The objectives enable the consumer to determine
which agents are allowed to receive the collected sensitive data.

– 6. Limited retention: The specification of the objectives defines also the
sensitive data retention time for the consumer.

– 8. Openness: The openness implies that the provider and/or the subject
are in the broadcasting list.

– 2. Consent: The mapping between a policy and a preference represents the
consent principle that is made after the respect of the principles previously
presented.

Principles must be also considered in the different interactions that could
take place in the system. We should insure that the consumer respect the 9.
Compliance principle in these interactions.

The last principle, 7. Safety, has not to be considered in the agents rea-
soning since it relates to the system design and is therefore not included in the
formalization presented in this article.

The semantics of the principles playing a part in the sensitive data transaction.
During sensitive data transaction, the central principle for the agent’s reasoning
is 1. Purpose specification (Figure 2).

Principle Associated Concept

1. Purpose specification Purpose composed by a set of Objective

3. Limited Collection Collection composed by a set of Data

4. Limited Use PossibleUses composed by a set of Use

5. Limited disclosure BroadcastingList composed by a set of Agent

6. Limited retention RetentionTime

7. Openness Subject and Provider included in Agent

2. Consent Consent

Table 1. Concept representing HiMAS principles.

For each principle (and for the notion of format6 that is required in our
approach) we define an associated concept in a conceptual graph [17] (refer to
Table 1 and to Figure 2). Each principle and the notion of format is represented
by a concept linked to another according to a semantic relationship. In order
to define these, we use an existential positive conjunctive fragment of the first
order logic that allows us not to obtain contradictory logical information. We
represent each concept by an atomic predicate and each relationship by a binary
predicate. The formal description of the conceptual graph presented in Figure 2
is described in Table 2.

The implementation of this conceptual graph is made by using an OWL file
[18]. Figure 3 presents an example of our implementation. We have chosen to
6 All the required references.



Fig. 2. Conceptual graph representing the semantics of HiMAS principles



Principle: 1. Purpose Specification

∀p Purpose(p) → ∃x composedBy(p, x) ∧Objective(x)
Principle: 3. Limited collection

∀x Objective(x) → ∃y defines(x, y) ∧ Collection(y)
∀y Collection(y) → ∃z composedBy(y, z) ∧Data(z)

Principle: 4. Limited use

∀x Objective(x) → ∃y composedBy(y, z) ∧ PossibleUses(y)
∀y PossibleUses(y) → ∃z composedBy(y, z) ∧ Use(z)
∀y PossibleUses(y) → ∃z defines(y, z) ∧ Format(z)

Principle: 5. Limited disclosure

∀x Objective(x) → ∃y defines(x, y) ∧BroadcastingList(y)
∀y BroadcastingList(y) → ∃z composedBy(y, z) ∧Agent(z)

Principle: 8. Openness

∀z Agent(z) → ∃w includes(z, w) ∧ Subject(w)
∀z Agent(z) → ∃w includes(z, w) ∧ Provider(w)

Principle: 6. Limited retention

∀x Objective(x) → ∃y defines(x, y) ∧RetentionT ime(y)
Principle: 2. Consent

∀c Consent(c) → ∃x depends(c, p) ∧ Purpose(p)

Table 2. Principles formalization.

present the instantiation of the relationship isComposedBy for the concepts Col-
lection and Data. This approach uses an extensible knowledge representation
language, RDF and RDFS. Each associated concept is represented by a RDFS
class and each semantic relationship by an OWL property. RDFS gives a vocabu-
lary to RDF that instantiates RDFS classes and properties. So each instantiation
(application context-dependent) of these concepts and these semantic links is in
a RDF structure in relation to the vocabulary defined by the RDFS.

Taking the context of the application into account. HiMAS principles define
generic constraints that the agency must satisfy to preserve the private sphere.
The previous study semantics that we have just presented, must be linked to the
HIMAS application context because of the context-dependent characteristic of
the private sphere. An example of the introduction of the context is presented
in more details is section 5.

For this integration, we need to instantiate the defined conceptual graph
by giving all the possible values for each concept according to the application
context and by linking these values (see the dotted block in Figure 2). These
values are represented in a RDF structure (see Figure 3).

We have chosen to not instantiate the possible values of two concepts: con-
sent and purpose. Indeed the value of the consent concept can be true or false.
Therefore it can be represented by a boolean and we need only to define the se-
mantic links of this concept for the agents’ reasoning. We indicate just that the
provider must give or not its consent according to the consumer’s purpose. This
last concept is composed by a set of objectives. Therefore, by defining all the



Fig. 3. Example of the conceptual graph implementation

possible values for the objective concept, we define also all the possible values
for the purpose.

3.2 Content language syntax

We sum up first all the requirements for sensitive data transaction in a HiMAS
represented in Figure 4. Then we present the syntax of such a transaction.

In [1], we have shown that HiMAS agents have to determine risk-taking for
a sensitive data transaction. During sensitive data transaction, the consumer
(resp. provider) builds its policy (resp. preference) according to its intention.
Before building such a transaction, the HiMAS agents pass a judgement on the
other HiMAS agents regarding their reliability. For example, this function can
be implemented by a processus of trust management like in [19]. If the consumer
and the provider are reliable, then the transaction can begin.

We begin the description of the content language elements according to the
chronological order of a sensitive data transaction: the design of the policy, the
sensitive data transaction and the design of the preference.

Policy A policy must contain the objectives, the retention date, the broadcast-
ing list and the data format for each asked data (Figure 4 and Table 3).

Once the consumer has determined its objectives and the concepts represent-
ing them, it builds a policy syntactically (using an XSD schema) and semantically
valid (using an OWL file).



Fig. 4. Sensitive data transaction representation

∀y policy(y) → ∃z represents(y, z) ∧ objective(z)
∀y policy(y) → ∃z represents(y, z) ∧ format(z)
∀y policy(y) → ∃z represents(y, z) ∧ broadcastingList(z)
∀y policy(y) → ∃z represents(y, z) ∧ retentionT ime(z)

Table 3. Policy formalization.

Sensitive data transaction We have defined in [1] such a transaction set up
a policy, a preference, the provider’s consent and the sensitive data requested by
the consumer. Notice that the formalization presented in Figure 4 does not refer
to the provider’s preference. Indeed a preference and a policy are based on the
same concepts and we represent the provider’s preference by the modifications
that the provider induces from the consumer’s policy if there is no agreement on
the constraints defined in the policy.

All values for all elements of the transaction are defined in the content lan-
guage that allows the consumer to build a valid transaction with regard to the
privacy preservation.

∀y transaction(y) → ∃z contains(y, z) ∧ consent(z)
∀y transaction(y) → ∃z contains(y, z) ∧ collection(z)
∀y transaction(y) → ∃z contains(y, z) ∧ policy(z)

Table 4. Sensitive data transaction formalization.

In order to build a sensitive data transaction that is syntactically valid, we
use the same approach as for the policy. We formally define such a transaction
in Table 4 and in Figure 4.



4 Sensitive data transaction protocol

In this section, we present a sensitive data transaction protocol based on the
content language previously defined. This approach also allows us to provide a
guideline about the design of the policy and preference for the HiMAS agents.

In our content language, the consumer’s objectives are semantically linked
to the principles playing a part in a sensitive data transaction. This content
language includes all the possible values for each class representing one HiMAS
principle. The consumer can therefore know if it violates the private sphere or
not by verifying that the elements contained in its policy are included in the
content language and by verifying that it respects the semantic links between
these elements.

Fig. 5. Sensitive data transaction protocol

The sensitive data transaction protocol that we propose is presented in Figure
5. The content language implementation must be common to all the HiMAS
agents so that each agent can base its reasoning on the same vocabulary and the
same semantics. We have chosen to represent this as external to the agents and
available for the consultation by the agency. With this approach, many HiMAS
can refer to the same language if their application context is the same. Moreover,
this technique allows us to consider the openness between many HiMAS having
the same context. At a design level, the possible modifications for this language
require only one control entity and there are no propagation problems.

Each consumer and each provider validate their policy and their preference
using the content language previously presented in order to build and to execute
a sensitive data transaction.

4.1 Steps of the interaction protocol

We present now the three steps of the interaction protocol that we propose in a
chronological order: the design of the policy, the sensitive data transaction and
the design of the preference. These steps are represented in Figure 6.



Design of the policy A consumer builds its policy according to its objectives
by using the content language. In this way, it can be understood by the other
agents. Moreover the consumer’s behavior respects the private sphere if its policy
validates the content language.

A first constraint of our protocol imposes that the XSD file validates the
XML file to ensure the syntax of such a transaction.

A second constraint of our protocol imposes that the values of the XML file
must be included in the conceptual graph previously defined (see Figure 2) to
ensure the semantics.

Fig. 6. Sensitive data transaction protocol



Sensitive data transaction Once the consumer has defined and validated its
policy, the sensitive data transaction can begin.

To inform the provider about its request, the consumer must build a sensitive
data transaction. This transaction contains its policy and must be validated by
the content language.

Once the sensitive data transaction file built and validated, the consumer can
send it to the provider in order that the provider could know its request. This
step is represented by the first interaction of Figure 6.

Design of the preference From the management rules of its private sphere, a
provider establishes the conditions of the use, the disclosure, the retention of its
sensitive data. Once it received a sensitive data transaction, these rules allow it
to accept or not the consumer’s policy.

Before analyzing the consumer’s policy, the provider must first verify the
transaction validity at a syntactic and semantic level, using the content lan-
guage. These two validations allow to determine if a consumer has a malicious
behavior on the limitations imposed by HiMAS principles and on the sensitive
data transaction protocol.

If the sensitive data transaction is validated, then the provider can make
a mapping between its preference and the consumer’s policy. If no mapping is
found, the provider can propose to the consumer some adaptations of its policy.

Once the consumer and the provider have agreed on the policy, the provider
completes the transaction with the values of requested sensitive data. If no agree-
ment is found, the transaction is canceled and the provider can not answer to the
consumer’s request. The second interaction of Figure 6 represents these steps.

4.2 Synthesis

One of the first advantages of this approach is the possibility to verify the con-
straints defined by the principles of the HiMAS thanks to the content language.
The consumer (resp. provider) can design its policy (resp. preference) with re-
spect to the constraints defined by HiMAS principles. This obedience is made
by the semantic links between the concepts representing the HiMAS principles.

Each transaction between the consumer and the provider can be represented
by the ”inform” communicative act of FIPA [20]. Indeed, these two agents ex-
change only one specific data: a sensitive data transaction that will be completed
during such a transaction.

This protocol is provider-centred and is opposite to all the most of transaction
protocols that are in general service-centred. It defines the same principles as the
P3P [2] and sensitive data transaction as an interaction in ISLANDER [21]. In
order to preserve completely the private sphere, this protocol must be integrated
in a secure communication medium (principle 7. Safety) which is not purpose
in this paper.



5 Application

In order to illustrate and to implement the HiMAS model and the sensitive data
transaction, we consider a decentralized calendar management application [4].
In this context, each user is represented by an agent in charge of the scheduling
of events, either tasks or meetings. Timetables can be shared with other agents.
When agents do not share their timetables, a negotiation system is necessary to
fix the meetings.

In this scenario, the private sphere is managed by the user that delegates his
sensitive data to an agent. Users indicate to their agent the basis of the policy
for each sensitive data transaction when the agent is the consumer. In the other
way, when the agent is the provider, it defines its preference for the sensitive
data transaction thanks to rules that are given by the user at the beginning if
the experimentations. This aspect is not developed in this article, we focus only
on the interaction between agents for a sensitive data transaction.

Fig. 7. Content language in context of calendar management and objective ”to fix a
group meeting”



We have chosen a simple example for the illustration of the sensitive data
transaction protocol: a consumer wants to fix a group meeting with a provider
and other agents (group G) in a given period of time (interval between two slots
of time). We consider as sensitive data the free and occupied slots of time in
users’ calendar. Figure 7 represents this example.

In order to fix such a meeting, we define the following constraints:

– The sensitive data that the consumer can collect is the free slots of time for
a given period.

– The consumer can disclose this sensitive data to the group G and it must
guarantee that the provider is able to access to this data.

– If the sensitive data was disclosed, all the possible references can be disclosed.
– The consumer can not retain collected data after a given time.
– The possible uses of the collected sensitive data are storage, negotiation and

sharing.

The implementation of this HiMAS is made by instantiating the classes of
Figure 3 with the values of Figure 7. For example, the class Objective is in-
stantiated by the value ”ToFixMeetingGroup” and this value defines the value
”PossibleUseToFixGroupMeeting” (composed by the values ”ToStore, ToNego-
ciate, ToShare” linked to the class Use) for the class PossibleUses.

Once the content language is defined, the consumer and the provider can
build, according to their intentions, a sensitive data transaction, regarding the
privacy preservation. In this scenario, the user gives to his agent the objective of
the sensitive data transaction and the agent guides him for the policy creation in
terms of required data, retention time, broadcasting list end references set with
regards to the privacy preservation.

For this, the consumer agent builds its policy by parsing the content language.
It first finds the objective corresponding to the goal ”to fix a group meeting”.
After it chooses the values of its policy among the values proposed in the content
language for its objective and sends a sensitive data transaction to the provider.
These values are chosen in function of the user’s needs.

The provider check the policy thanks to the content language in order to ver-
ify the consumer intentions. If it agrees with this policy, it informs the consumer
of the required sensitive data. Else it can modify the consumer’s policy by other
values of the content language, according to its preference, and it informs the
consumer of its modification. In this case, the consumer accepts or not this new
policy.

6 Related work

The principles playing a part in the sensitive data transaction allow HiMAS
agents to define their policy and their preference. This vision can be associated
with the policy about policy that are the metapolicies. We propose in this section
a global vision of this notion in order to present its main aspects.



Metapolicies are a notion introduced by Hosmer in [22, 23] that describe this
like a set of policies about policies. These metapolicies are used in order to define
a set of rules and assumptions about the policies of security in a given system
for the policies interaction coordination.

Some other works use this notion like Kühnhauser [24] that uses metapoli-
cies for the interfacing and the cooperation of complex policies, and for conflict
resolution between the security policy. An other kind of work is the PONDER
system [25, 26], where metapolicies are used in order to describe the security
policies and to resolve the conflicts.

Generally the main objective of metapolicies is to define and to manage a set
of policies of security for a given system regarding to the resolution of conflicts.

HiMAS principles define guidelines for the agents’ reasoning about their pol-
icy and preference. These principles represent metapolicies for the agents be-
havior in relation to the communication and the manipulation of sensitive data.
However the policy in our study case is not the same as in the work about
security. HiMAS principles allow the agents to reason about a set of behavior
constraints and do not allow to manage the set of agents’ policies. We may link
these principles to the notion of metaknowledge introduced by Pitrat [27].

7 Conclusion and perspectives

Our sensitive data transaction protocol allows us to apply seven HiMAS prin-
ciples: 1. Purpose specifications, 2. Consent, 3. Limited collection, 4.
Limited use, 5. Limited disclosure, 6. Limited retention and 8. Open-
ness. This protocol is generic and can be personalizable according to the kind
of sensitive information that is exchanged.

The obedience to these principles consists in the consideration of our protocol
at two levels. The first one is the definition of the content language. These
principles are semantically and syntactically defined in a content language. The
second one represents the use of the content language by the agents to build a
sensitive data transaction.

The semantic links between the HiMAS principles allow us to determine
in a content language, the maximal set of the sensitive data processing that a
consumer can do on the collected data. A provider can also verify if a consumer
respects the principles that limit the collection, the use, the disclosure and the
retention, by referring to the content language. To ensure that all the principles
are taken into account, we also formalize the sensitive data transaction that
contributes to the malicious agent detection (agents that do not adhere to this
formalization).

The content language of our protocol solves the main problem of the P3P
[28]. Indeed, the mapping between a policy and a preference based on the same
content language, a provider is able to understand the consumer’s intention
contrary to the P3P where this mapping is not guaranteed. Another advantage
is the possibility to define the limitations imposed by HiMAS principles.



As a perspective, we want to focus on the principle of 9. Compliance which
is related to the problem of the interaction between agents. A first hint would be
to implement a social order [29] in relation to the judgment function of HiMAS
agents. We plan to implement this function using some trust management tech-
nics. The formalization and the implementation of this principle aim us to take
temporal aspects into account. Indeed, the social order that we propose is based
on the protocol presented in this article and allows us to study the interactions
dynamic with regards to the privacy preservation.
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